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1. INTRODUCTION

The purpose of this document is to help the Joint Warfare System (JWARS) user community identify the hardware and software requirements necessary to operate JWARS and to provide options for typical site system configurations.  

With the rapid growth in technology and the changing state of the simulation, this document pertains only to the requirements for JWARS Release 1.5.  Updates to this document will be published as needed to keep pace with the development progress of the simulation. 
1.1 Discussion

In purchasing Commercial Off the Shelf (COTS) software for JWARS, it is imperative for user sites to have software maintenance contracts to allow continuous software upgrades since the JWARS office developers typically attempt to move to the latest versions of this software.
For Release 1.5, the JWARS office will conduct installation of the software by mailing out installation CDs.  Installation will be facilitated using the commercial product, InstallShield.  No additional hardware or software (beyond what is covered in this document) is necessary to conduct installation of JWARS Release 1.5.  JWARS user sites do not need InstallShield to use/run JWARS.  Detailed installation instructions are included in the JWARS Release 1.5 Installation Plan and Procedures, Volume II.
1.2 Overview 

The hardware requirements for running JWARS through Release 1 are listed in table 3-1.  There is no change to the requirement for JWARS to exclusively use the UNIX operating system on the server(s) and the Windows NT operating system on the client workstations hosting the JWARS Human Computer Interface (HCI) system.  All hardware is expected to be connected via a Transmission Control Protocol/Internet Protocol (TCP/IP)-based network.  Network administration and backup capabilities are assumed to be part of this network infrastructure.  

1.3 Summary of Changes

JWARS Release 1.5 will work with Oracle version 8.1.7 or higher.

Open image operation requires 1 GB of RAM for the client.

1.4 Packaged Image and Open Image Operations   

This document, in addition to identifying baseline hardware and software requirements for the execution of JWARS (also referred to as packaged image operation), also identifies hardware and software that is only required if modifying source code (also referred to as open image operation).  

2.  REFERENCES and RELATED DOCUMENTS

FIGURE 2-1.  Related Documents

	2.1 Document
	Proponent
	Description

	JWARS Operational Requirements Document (ORD) (Version 1.0, 27 Aug 98)
	Joint Staff/J-8/

Warfighting Analysis Division
	Documents the required functionality of the program

	JWARS Configuration Management Plan

(Version 1.5 25 Nov 98)
	Joint Analytical Model Improvement Program (JAMIP) Steering Committee
	Provides a formal plan for orderly, systematic management and control of JWARS software and associated documentation

	JWARS Fielding Plan

(Version 1.2, 1 Dec 98)
	Joint Staff/J-8/

Simulations and Analysis Management Division (SAMD)
	Provides guidance on the sequence of fielding, prerequisites to installation and training, and initial schedule of events; assigns responsibility for activities to agencies

	JWARS Help Desk Guide (Version 2.1, 4 May 01)
	Joint Staff/J-8
	Defines role of JWARS Help Desk and presents procedures for accessing

	JWARS Verification, and Validation (V&V) Plan

(Version 3.0, 10 Aug 98)
	JWARS Office (Prepared by V&V Agent)
	Provides a generic overview of V&V and the essential elements required to support a V&V effort; addresses production versions of JWARS and issues related to V&V. 

	JWARS Test and Evaluation Plan

(Version 1.0, 3 Dec 98)
	JWARS Office
	Describes the plan to be followed during developmental and operational testing; provides overall guidelines for supporting test and evaluation documents and procedures.

	JWARS System Evaluation Plan (Version 0.07, Oct 99)
	Army Test and Evaluation Command (ATEC)
	This System Evaluation Plan (SEP) describes the strategy for the independent operational test and evaluation (OT&E) of the JWARS throughout its life cycle.

	Automated Data Processing (ADP) Security Plan
	JWARS Office
	Provides procedures for controlling, protecting, and providing security for JWARS Release 1.1 Dec 99, Release 1.2 Nov 00, Release 1.3 Apr 01, Release 1.4 03 Jun 02

	JWARS Conceptual Model of the Mission Space, JWARS Problem Domain High Level Object Model

(Version 1.3, 23 Apr 99)
	JWARS Office
	Defines the operational tasks which the system simulates

	JWARS Interface Design Description 


	JWARS Office
	Defines software interfaces between simulation and problem domain.  Version 1.0 Mar 98, Version 1.1 Apr 98, Version 1.2 Jan 01, Version 1.3  May 01, Version 1.4 Jun 03, 1.4.1 Oct 02

	JWARS Problem Domain High Level Design

(Version 1.5, 23 Sep 98)
	JWARS Office
	Defines class, structures, hierarchies and interactions for problem domain

	JWARS Software Project Management Plan

(Version 1.5, Feb 00)
	JWARS Office
	Describes software development controls and related items 

	JWARS System Architecture High Level Design
	JWARS Office
	Defines high level design for simulation infrastructure and analysts user interface.  Version 1.0 Mar 98, Version 1.1 Apr 98, Version 1.2 Feb 99, Version 1.3 Dec 00, Version 1.4 Jun 02, Version 1.4.1 Oct 02

	JWARS Problem Domain Detailed Design  (Version 1.5 Sep 98)
	JWARS Office
	Describes principally the Problem Domain and selected object method calls permitted between the Problem Domain and the other modules or domains of the JWARS System Architecture.

	JWARS Joint Application Design (JAD) Packets (Iteration 1, 2, 3, 4,and 5 Version 1.0)
	JWARS Office
	Provides mission space requirements and measures analysis and functionality scoping for associated JWARS development “threads.”

	JWARS Software Test Plan
	JWARS Office
	Release 1.0 Apr 98, Release 1.1 Dec 99, Release 1.2 Nov 00, Release 1.3 Apr 01, Release 1.4 May 02

	JWARS Software Test Description 
	JWARS Office
	Presents plan for Thread testing of JWARS software. Iteration 1 and 2 1.0 Apr 99, Iteration 3 Apr 99, Iteration 4 and 5 Jan 00, Release 1.2 Dec 00; Release 1.3 May 01; Release 1.4 Jun 02

	JWARS Test Results
	JWARS Office
	Presents results of Thread tests of JWARS software. Iteration 1 and 2 Apr 99, Iteration 3 Apr 99, Iteration 4 and 5 Jan 00, Release 1.2 Dec 00, Release 1.3 May 01; Release 1.4 Jun 02

	JWARS Thread Report

(Version 2.1, Apr 01)
	JWARS Office
	Defines the warfare use cases and interactions across all warfare areas for both red and blue forces

	JWARS Verification and Validation Iteration Reports
	V&V Agent
	Located on JWARS Joint User Subgroup Page V&V Section; provides V&V agent reports on each step of Iteration.

	Beta OT&E 1.0 Memorandum of Agreement (MOA) (each test site) 
	JWARS Office J-8, Joint Data Support (JDS), & each test site
	Defines responsibilities, guidelines, and milestones for individual agencies and sites.

	Release 1 OT&E Plan Event Electronic Data Processing (EDP) (Release date To-Be-Determined (TBD))
	Operational Test Agency (OTA) Lead ATEC
	In-Work

	Installation Plan & Procedures
	JWARS Office
	Release 1.2 Jan 01, Release 1.3 April 01, Release 1.4 Jul 02, Release 1.4 Patch 1 Nov 02

	User Manuals 
	JWARS Office
	Release 1.1 Jan 00, Release 1.2 Nov 00; Release 1.3 Nov 01; Release 1.4 Jul 02, Release 1.4 Patch 1 Nov 02

	Letter of Certification Release 1.4
	JWARS
	In-work

	JWARS Logistics Support Plan (LSP) Vol. 5 Master Training Plan Version 1.1
	Joint Staff/J-8/SAMD
	This volume of the JWARS Logistics Support Plan (LSP) develops the training support strategy and activities necessary to support user training throughout the life cycle of JWARS.


3. rELEASE 1 HARDWARE AND SOFTWARE REQUIREMENTS (PACKAGED AND OPEN IMAGE OPERATIONS)

3.1 Hardware 

This section describes the hardware required to run JWARS Release 1.5.  The package image mode is the standard operating mode for all anticipated users of the JWARS model.  It is the mode for which JWARS specifications and requirements have been designed to meet.  The open image is the mode used for JWARS development.  The only difference in the hardware requirement for the open mode is that more RAM is required for the JWARS client.  Table 3-1 shows the hardware requirements for JWARS Release 1.5.  All hardware is expected to be connected on a TCP/IP-based Ethernet.  Network administration and backup capabilities are assumed part of this network infrastructure.  

The selection of the JWARS server(s) will depend largely on the type of analyses anticipated to be accomplished by the office using JWARS.  In general, the larger and longer the scenario, the more capable the server will need to be to achieve acceptable runtimes.  Also, the more analysts expected to use JWARS simultaneously, the larger the server will need to be.  Accordingly, as the size of the server increases, the power requirement for the server will increase.  Users are reminded to review electrical upgrades (110 volts vs. 220 volts) and Heating, Ventilation, and Airconditioning (HVAC) requirements to facilities as new, more powerful, servers are purchased.

For a one-analyst shop, which usually runs a single simulation at a time, the high-end desktop workstation may be adequate.  For multi-analyst shops, running multiple scenarios at a time, a high-end server would be needed.  

Requirements for internal and external storage devices will be driven by how JWARS is used in the analytic office, and to what extent on-line access is needed to previous studies. 

For offices running JWARS in the stochastic mode, many iterations of a scenario must be run.  The expectation is that a scenario baseline will be constructed to determine that the scenario covers the measures of effectiveness (MOEs) of interest for the stochastic analysis and then with only the required MOE data being collected, the needed number of runs will be run.  The system will generate the specified number of runs, execute the runs in batch mode, and compile the required data.  The total amount of data saved for such an analysis is likely to be in the range of several hundred MB to a few GB total.  

Offices using JWARS will need a local recording or archiving capability.  The recording or archiving of input and output files can be accomplished in a number of ways.  The simplest and least costly means to accomplish this is with a high capacity tape storage device.  Mass storage data devices for tapes holding 100 GB of data should be acquired if this technique is to be used.  For offices generating numerous scenarios and studies, a tape auto-loader may be desirable.  An autoloader holding 10 high capacity tapes with a total capacity of 140 - 280 GB should be adequate.  This provides on-line access to a number of scenarios and studies without having to manually load and unload tape cartridges.

Some offices may desire storage of studies and scenarios on external disk storage devices.  A single large study could include up to 4 GB of input and output data.  The number of studies maintained on-line coupled with mirroring considerations for system reliability could necessitate mass storage of up to 18 GB or more per analyst for large analytic offices.

An alternative to the purchase of Sun servers is available.  The Navy Air (NAVAIR) High Performance Computing Center at Pax River, MD will provide Sun CPU time for JWARS processing.  A user site would use an NT client to access NAVAIR via the SIPRNET.  There is a minimal fee for this service.  If interested, contact either Anu Simlote at Pax River, 301-342-6368 or Boots Barnes at 703-696-9490.  

Table 3‑1.  JWARS Release 1.5 Hardware Requirements
	Hardware Item
	Server (Note 2)
	Windows Client (Notes 1 and 3)

	Model
	Sun
	Pentium III/IV

	Monitor
	User preference
	Minimum: 17” Recommended: 19” or higher

	Microprocessor
	2 Computer Processing Units (CPUs) (Note 2)
	One CPU

	Clock Speed
	Minimum: 250 MHz Recommended: 900 MHz or higher

(Note 4)
	Minimum: 250 MHz Recommended: 600 MHz or higher

	Random Access Memory (RAM)
	Minimum: 2 Gigabytes (GB) Recommended: 16 GB

(Note 2)
	Minimum: 

Packaged image: 512 MB 

Open image: 1 GB

(Note 3)

	Install Device
	Compact Disk (CD)
	CD

	Disk Storage
	Minimum: 100 GB Recommended: 200 GB


	Minimum: 4 GB

Recommended: 8 GB



	Operating System
	Solaris 8
	Windows NT 4.0/2000

	Mouse
	User preference
	3-Button (Note 5)


Note 1: Need 1 Windows (NT, 2000) Client per user.  Processor speed is important for both development and running JWARS.  Minimum configurations will not allow detailed terrain maps or environmental data to be displayed. 

Note 2: Multi-processor servers are recommended.  Processor speed and memory are very important to runtime performance.  Two, 250Mhz CPUs and 2GB of memory is required as a minimum; however for each additional concurrent user 1 CPU and 1 GB of RAM is also required in the packaged image.   Normal backup/recovery system recommended.  

Note 3:  No special video cards are required.  

Note 4:  If faster runtimes are desired user sites should consider increased server clock speed. 

Note 5:  A 3-button mouse is required to properly use the JWARS map and manipulate Battle Ship Entities (BSE) ICONs.

3.2 Software 

This section describes the software required to run JWARS at Release 1.5 in the packaged and the open image. Software listed in Table 3-2 is required for the packaged image.  Software listed in Table 3-3 is required in addition to software list in Table 3-2 in order to operate in the open image.  

Table 3‑2.  JWARS Release 1.5 Software Required for  Packaged Image Operation
	Software

Required
	Manufacturer
	Version (Current)
	Comments
	Licenses

Req’d (#)

	Oracle Server, Enterprise Edition, version 8 or higher, on the server (Sun)
	Oracle
	8.1.7 or higher
	In the past, Oracle has used various types of measurements to determine the number of licenses required.  See Notes 1& 2
	Note 1

	Oracle SQL Plus

(Notes 3, 4, & 5)
	Oracle
	
	Recommended for examining the Oracle database outside of the JWARS  HCI System.
	See your Oracle representative

And notes 3 & 4

	BRIO Explorer

Edition
	BRIO

Part # 17000
	6.5
	Required to enhance output utilization (See Note 5)
	One license per end user


Note 1: The number of licenses required depends on the configuration of servers and workstations at a particular site. 

Note 2:  Multiple server configurations – Oracle could be installed on a separate server from the one running the JWARS simulation, which would generally reduce the number of ORACLE licenses required.  However, this could have an impact on the runtime speed due to network traffic depending on the throughput capacity of the Local Area Network (LAN) at the JWARS user site.  The JWARS office has not completed testing of this configuration.

Note 3: Oracle SQL PLUS is a separate product from Oracle 8.  It is an add-on to Oracle that the Database administrator will use for database maintenance.  The product is needed to create and load the database during installation.

Note 4: Oracle SQL PLUS now comes with Oracle Server, Enterprise Edition.   

Note 5:  The Explorer Edition of BRIO (appropriate for most environments) will allow the user to run all JWARS provided standard BRIO reports in a shared repository (Oracle) at a site and will allow the user to develop other reports but not store these reports in the repository (Oracle).  If there were a requirement to be able to store these reports in the repository (Oracle), the Designer Edition of BRIO would be needed.  See website:  www.brio.com/products/brio_intelligence/brio-intelligence_3.html for a more detailed description of the differences between the Explorer and the Designer Edition of BRIO.

Table 3‑3.  JWARS Release 1.5 Additional Software for Open Image Operation
	Software
	Manufacturer
	Version
	Comments

	VisualAge (VA) Smalltalk Enterprise
	IBM
	6.0.0

(Note 1)
	Required for development and examination of code and Unified Modeling Language (UML) design artifacts.  Comes with ENVY Server, the CM tool.  Visual Age Smalltalk Server now comes with the VA Smalltalk Enterprise.

	WindowBuilder Pro for VA
	Smalltalk Systems
	6.0.0
	Need one per developer.  Free runtime versions for all other JWARS developers.  (Note 2)

	WidgetKit /Controls for VA
	Smalltalk Systems
	6.0.0
	Required add-on to WindowBuilderPro.  This now comes bundled with VA Assist Enterprise/S for visual Age (#8 below), or it can be bought separately.  (Note 2)

	WidgetKit /Business Graphics for VA
	Smalltalk Systems
	6.0.0
	Required add-on to WindowBuilderPro.  (Note 2)

	WidgetKit /Professional for VA
	Smalltalk Systems
	6.0.0
	Required add-on to WindowBuilderPro.  (Note 2)

	VA Assist 

Enterprise/S

 For VA
	Smalltalk Systems
	6.0.0
	Not Required, but highly recommended.  A great productivity tool.  If the user buys this software, it comes bundled with the WidgetKit/Controls for Visual Age (item#5 above) (Note 2)


Note 1: The JWARS Office is using VA 6.0.0, even though VA 6.0.1 is the latest released version of the software.  

Note 2: Needed only if a site plans to perform Graphical User Interface (GUI) development. 

APPENDIX A:  Acronyms

	BSE
	Battle Ship Entity

	CD
	Compact Disk

	COTS
	Commercial Off The Shelf

	CPUs
	Computer Processor Units

	GB
	Gigabytes

	GUI
	Graphical User Interface

	HCI 
	Human Computer Interface

	HVAC
	Heating, Ventilation, Airconditioning

	JACS
	JWARS Administrative Control System

	JAMIP
	Joint Analysis Modeling Improvement Process

	JDS
	Joint Data Support

	JWARS
	Joint Warfare System

	LAN
	Local Area Network

	MOE
	Measure of Effectiveness

	NAVAIR
	Navy Air

	ORD
	Operational Requirements Document

	RAM
	Random Access Memory

	SAMD
	Simulation and Analysis Management Division

	SIPRNET
	Secret Internet Protocol Router Network

	TBD
	To Be Determined

	TCP/IP
	Transmission Control Protocol/Internet Protocol

	UML
	Unified Modeling Language

	V&V
	Verification and Validation

	VA
	Visual Age


APPENDIX B:  JWARS System Architecture (Information Purposes Only)

B.1 Purpose 

This appendix provides a description of the basic system architecture (hardware and software) for JWARS and considerations for required computing hardware to support this architecture.  The Operational Requirements Document (ORD) discusses several requirements upon which this system architecture is based.  

B.2 JWARS System Architecture 

The JWARS system architecture and site configuration can be tailored to meet the needs and missions of the particular site involved.  As such, there are a variety of JWARS configuration options that can be adopted to meet unique needs of the organization.  Additionally, network security requirements tend to be slightly different at different sites.  While it is not the intent of this document to delineate technically how each component of the simulation works, the following paragraphs will discuss the components of the simulation and provide a few configuration options depending on the operating environment.

B.2.1   The Basics

Each JWARS site must have at least one UNIX server computer with Oracle loaded on that server connected to an NT client workstation computer.  From here, the configuration can be changed to accommodate multiple client workstations (for multiple concurrent users) and multiple UNIX servers with multiple processors to provide the power and speed to run multiple concurrent replications of the simulation.  The configuration can further be changed to accommodate the optional open image operation as mentioned earlier in this document.  

Oracle is the database software program used to provide the data to the simulation.  Because of the nature of JWARS, the data needed to operate the model is large and complex.  The database is also classified at the SECRET/NOFORN level of classification. 

B.2.2 JWARS Components

JACS - - The JWARS system that controls the simulation and determines on which processor a given simulation replication will run.

JACS – Lite    -- A subordinate JACS placed on multiple NT client workstations to take commands from the main JACS and control the simulation on a particular workstation.

Environmental – Contains all weather, terrain, light, air, and sea, data associated with a particular geographic location in the world where the applicable scenario is analyzed.

Simulation –This is the centerpiece of the model and is highly tailorable for individual sites or commands.  It Contains the scenario and orders that make up the simulation to be analyzed.  The output from the simulation is the basis for the analysis performed by the analyst.

HCI – The means by which the user controls the inputs and outputs of the simulation.
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Figure B-1.  Illustrates the JWARS components as defined above.

B.2.3    JWARS Configuration Options

The following three configuration options are presented as examples of how various sites could be set up depending on the needs and mission of the user site.  In addition to these listed below, there are many more options that can be configured to tailor JWARS to the operational environment.  The JWARS office stands ready to help and advise any site with the task of configuring JWARS to meet their needs.

Option 1 – Multiple Users / Single Server (Packaged Image) - Figure B-2 illustrates a set-up where three JWARS workstations are available so that 3 users can run concurrent simulations.  Notice that the simulations are running on the single UNIX server in this set-up. 
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Figure B-2.  Multiple Users-Single Server-Packaged Image

Option 2 – Multiple Users / Multiple Servers (Packaged Image) – Figure B-3 illustrates a set up where three JWARS workstations are available so that  3 users can run concurrent simulations.  However, in this example, three different UNIX servers are used to increase the speed of the simulation or to make use of 3 UNIX servers, which used separately, would not have the capacity to effectively run the simulation.  The simulation runs on the 3 UNIX servers as determined and controlled by the JACS and the JACS-lite.  Additionally, this set up has Oracle loaded on its own server, which is not a requirement.
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Figure B-3.  Multiple Users-Multiple Servers-Packaged image


Option 3  -- Multiple Users / Single Server (Open Image Operation) – Figure B-4 illustrates the set-up where a particular site has a need to modify the source code to the JWARS model – open image operation.  Again, this is not the normal operation of the model and is strictly optional.  Here, 3 users can run 3 concurrent simulations.  However, notice that where the simulations ran on the UNIX server(s) in options 1 and 2, the simulations now run on the NT client workstations instead.  While this reduces the power requirements of the server, it increases the power requirements of the NT client workstation computers.
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Figure B-4.  Option 3 Multiple Users-Single Server-Open Image

B.2.4   Connection to the Secret Internet Protocol Router Network (SIPRNET)   

Connection to the SIPRNET is not required to achieve full operation of the JWARS model, and the simulation will work perfectly fine in the stand-alone mode.  However, updates to the Oracle database will be sent over the SIPRNET and a direct SIPRNET connection will significantly aid in the data update process when needed.

v
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Installation Team Kickoff for Release 1.0

	This example shows what JWARS looks like at a typical site.  At this particular site there is one large UNIX machine and three NT machines.  When the UNIX boots up, say at 0600 in the morning, the JACS will automatically come up, the Environmental System will come up, the Oracle system will come up, and the Repository System will come up.

	At 0700, say, a user sits down at her NT workstation and brings up the HCI.  The HCI then requests authentication and validation to the JACS.  If the JACS approves the authentication then the HCI is allowed to connect into the Environmental and Repository systems.  [Actually, at this point in time the connection to the Environment is NOT needed so is not made.  Consider this preview of later versions.]  So the JWARS user has the JWARS GUI on her screen.  After working to set up the scenario and run, the user will eventually push the Play button.  At that point the JACS will “fork off” [UNIX term] the simulation, which will connect back into the JACS, to the repository, to the Environmental System, and if the HCI requested it, a connection from the HCI so the user can watch what is happening  If the user kicks off the simulations in batch mode, then that connection from HCI to simulation will not be there.  If she kicks off a set of stochastic replications, she will only connect into the first of those simulations, as there is not current capability to connect to more than one running simulation.

	With multiple users, you have more NTs running the HCI and multiple simulations running on the single UNIX server.  This was essentially the configuration at Alpha, since no site had more than one server.  Now, however, multiple servers may be employed, as in the next example.
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Installation Team Kickoff for Release 1.0

	This example shows what JWARS might look in a more sophisticated Release 1 site installation with three UNIX servers available for JWARS use.  In this example the primary JACS is installed on UNIX system 1, the primary machine.

	The Oracle database is installed on a separate machine, UNIX-3, as many sites like to do.  Then they put the Repository on that same machine to facilitate the fastest possible data exchange since it does not involve a network.  

	UNIX-2 might be some older, less powerful machine that the site owns and still wants to make use of to offload some JWARS simulation workload.  On this machine a version of JACS, called JACS Lite, is installed to control the simulations forked off in that server.  When the UNIX-2 box comes up, so does the JACS Lite, which reports back to the primary JACS to announce its availability to accept simulation runs.

	Now, suppose that for some reason the next simulation requested by a user is assigned to UNIX-2.  This might be done by the JACS assignment algorithm or it might be an overridden assignment requested by the user.  Now when the simulation comes up it connects into the JACS--not into the JACS Lite.  It also connects into the environment and repository.  Again multiple simulations may be running on multiple machines.

	The reason for the JACS Lite is to solve certain system security problems where in site systems disallow certain system commands considered to be back door dangers.  [rexec and remote shell commands].  So, since no longer have the remote exec command available, needed a helper to fork off simulations.  This helper, JACS Lite, also has the capability to ask the server it is on a question, such as “How much memory do you have”--a question that the JACS can not ask since the remote shell command is disabled.  So when the primary JACS is trying to determine where to assign next simulation, it interrogates all the JACS Lites to find out the available resources on their servers.

	This new capability should be particularly useful to sites without funds to purchase large new UNIX machines, but with a number of older, less capable machines.

	Again, environ links not there now.
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Installation Team Kickoff for Release 1.0

	In this training room the wizards have set things up somewhat differently to improve performance when multiple folks hit the simulations and repositories simultaneously.  The open image Smalltalk interpreter and JWARS image is running on each of the NT workstations.  Several repositories have been set up, with some workstations linked to one repository , others to others.
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Installation Team Kickoff for Release 1.0

	At any JWARS site, such as CAA, TRANSCOM, AFSAA, the individual JWARS pieces fit together just like one large puzzle.  Let’s consider these in more detail in following slides.



Note:  The JACS Lite and Environmental are new for Release 1.  Not in Alpha.










